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Abstract—The effectivencss of a program designed to eliminate exposure to a risk factor may be
enhanced by selecting specific subpopulations for the intervention effort. A second factor is called
an intervention effect modifier of the first factor if the effect of the intervention on the: first factor
depends on the distribution of the second factor in the population chosen for the intervention. If
an intervention effect modifier exists, a program’s effectiveness may be enhanced by-choosing a
subpopulation for intervention on the basis of the distribution of that factor. We discuss the
conditions in which intervention effect modification can occur when there is a third factor which
influences risk. Additivity of incidence rates, the criterion when only two factors are involved, is
neither necessary nor sufficient to rule out intervention effect modification in this situation. We also
discuss the cost effectiveness of intervention sirategies when the cost per successful intervention
varies.

INTRODUCTION

IT 1s Now generally agreed that additive rather than multiplicative risk models should be
used to assess public health effects. For example, Kleinbaum er al. assert that “departures
from additivity of risk differences should be the focus whenever public health issues are
involved” ([1] p. 412). We show in this paper that in some realistic situations reliance on
additivity of risk differences can be misleading in the assessment of public health effects
because of confounding by an extraneous factor.

Planners of programs to eliminate exposure to harmful agents must consider which
subpopulations to target for the intervention cffort, If an extraneous factor influences the
risk reduction obtained by intervention, the biggest public health impact will be obtained
' by selecting those individuals in whom the greatest reduction in risk is expected. For
example, convincing 10,000 men to quit smoking will prevent more deaths than would be
preventéd by convincing a combination of 10,000 men and women to quit, if the reduction
in mortality for males who quit smoking is greater than for females. We define a factor
B to be an effect modifier of the intervention on exposure A if the effect of removing
exposure to A in a population selected for intervention depends on the distribution of
exposure to B in that population. So, if B is not an intervention effect modifier of 4, B
can be ignored when planning interventions aimed at elimination of exposure to A.

We have the following goals in this paper:

(1) To show that there are two distinct concepts of public health interaction in the
literature, to disentangle them, and to clarify terminology;

(2) To show by example that intervention effect modification, just as direct effects, can
be confounded by a third factor;
(3) To derive criteria for intervention effect modification in a simple situation;
(4) To show how cost should be accounted for in planning public health interventions.
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We begin with several assumptions, made implicitly by others [2-5]. We presume that
if the intervention succeeds in an individual, that individual will no longer be exposed to
A thereby reducing his risk to background levels, but if the intervention fails, the
individual’s exposure to 4 is unchanged. We also assume that intervention on one factor
does not affect exposure to other factors.

INCIDENCE ADDITIVITY FOR TWO FACTORS

Rothman et al. [2] discuss the problem of which subgroup to select for intervention.
They consider dichotomous factors 4 and B to not exhibit public health interaction when
the expected number of incident cases in a population does not depend on the joint
distribution of 4 and B for fixed marginal distributions of 4 and B; i.c. when the number
of new cases does not depend on the number of individuals with both exposures, but only
on the respective numbers of individuals exposed to each [2]. If this condition does not
hold, there is public health interaction between A and B. When only two risk factors are
considered they show that this definition of public health interaction is equivalent to a
departure from additivity of incidence rates.

Assume that the measure of interest is incidence per year of a particular disease and that
incident cases of this disease occur as a random process which is constant over time and
depends only on two factors, 4 and B. Let I, be the incidence rate at level i of 4 and level
J of B, with level 0 of A representing no exposure or background exposure and 1
representing exposure, and let N,; denote the number of individuals at level 1 of 4 and
Jof Bwho are to receive intervention. The dot subscript will be used to indicate summation
over that subscript. The reduction in incidence rate achieved by changing the level of 4
from 1 to 0 in a population at level j of B is then ;— I So the effect of the intervention
will be a reduction in incidence of

2 Ny — Iy)
i
which equals

U= I LNy
J

whenever the differences I, — I are equal for all j. In other words, the total reduction

is independent of the distribution of B in those receiving the intervention when the
incidence difference is the same for all j. Thus, as noted by Rothman et al. [2], there will
be no intervention effect modification when the additive or no interaction model of
incidences,

I —

J

101‘=110‘]oo (1)

holds for all j. When equation (1) holds, the reduction in incidence achieved by intervention
in a fixed number of people exposed to 4 is the same, whether the intervention is given
preferentially to those at a particular level of B or independently of B. Thus equation (1)
is the criterion for both absence of public health interaction and absence of intervention
effect modification. Equation (1) also represents the condition of no effect modification, in
its usual sense, of B on A on the risk difference scale.

The hypothetical data in Table 1A is an example of lack of intervention effect
modification and of lack of public health interaction. The Table contains hypothetical
incidence rates at each of the four combinations of levels of dichotomous factors 4 and
B. In the rows representing individuals exposed to 4, column 3 represents the incidence
rate in those unexposed to 4, at the same level of B. Column 4 is the expected reduction
in incidence if 1000 people eliminate their exposure to 4. Since the reduction in incidence
per individual receiving intervention is 24/1000 at both levels of B, intervention is equally
efficacious regardless of the distribution of B among those receiving it.
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TaBLE 1A. APPARENT ABSENCE OF INTERVENTION EFFECT MODIFICATION IN A
POOLED TABLE

Presumed Presumed

Incidence incidence after incidence

A B Population per 1000/yr removal of 4 difference
00 3000 8 —_ —
[U] 9000 16 — —
10 5000 32 8 24
1 27000 40 16 2

TaBLE 1B. A POSSIBLE BREAKDOWN OF TaBLE 1A'
Incidence

Incidence after change Incidence

ABC Population per 1000/yr in 4 difference
000 2000 6 -
001 1000 12 —_ —
010 6000 12 —_ e
011 3000 24 — —
100 6000 24 6 18
101 3000 48 2 36
[ ] 18000 30 12 18
111 9000 60 24 36

"This tabulation is consistent with Table 1A, I = (Foa + Jon — Fogo) #hogy Togo 50,
on the additive scale, A4 and B interact with ¢, but not with each other,
Exposures to 4, B, snd C occur independently. The effect of intervention
in those unexposed to B is a reduction of (6+18 -+ 3»36)/9 = 24 cases per year.
The effect of intervention in those exposed to B is a reduction of
(18%18 + 9+36);27 = 24 cases per year.

TABLE 1C. ANOTHER POSSIBLE BREAKDOWN OF TABLE 1A'

Incidence

Incidence after change Incidence
ABC Population per 1000/yr in A4 difference
000 2000 8 — —
001 1000 8 — —
010 6000 12 — —
011 3000 24 — —
100 3000 48 8 40
101 6000 24 8 16
110 12000 40 12 28
P11 15000 40 24 16

'This tabulation is also consistent with Table 1A. Exposures to 4, B, and C do
not occur independently. The effect of intervention in those unexposed to B is
a reduction of (3x40 + 6%16)/9 = 24 cases per year. The effect of intervention
in those exposed to Bis a reduction of ((12428) + (15x16))/27 = 21.3 < 24 cases
per year.

Walter [4, 5] addresses a third kind of “public health interaction,” which we call
“intervention non-additivity: whether the sum of the effects of two separate interventions,
‘one eliminating 4 and the other eliminating B, does not equal the effect of eliminating
- both together. For example, a campaign to reduce highway mortality might try to reduce
drunk-driving, to reduce the percentage of drivers who do not use seatbelts, or to
imultancously reduce both. The expected reduction in mortality which will be achieved
by eliminating exposure to A4 is

Red, = ZNHJ'(IU’ — Iy).
i

Similar expressions are obtained for Red, and Red,,. Walter [5] showed that
Red, + Red, = Red ; if and only if

Z'Nlj(llj—loj_ lio+ 1o} =0 2
J

That is, additivity is required on average across B, but not necessarily within each exposure
category. Additivity of incidence rates is a sufficient condition for this equality, but is not
- generally necessary except when 4 and B are both dichotomous.

While intervention additivity, lack of intervention effect modification, and incidence rate
additivity are equivalent for two dichotomous risk factors, they are not equivalent in more
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TABLE 2. INTERVENTION ADDITIVITY WITHOUT INCIDENCE ADDITIVITY

Incidence reduction afier
changing exposure to level 0 of

Incidence s e
A B Population per 1000/yr A Aand B
00 1000 10 0 0 0
01 1000 14 0 4 4
02 1000 18 0 8 8
10 1000 18 8 0 8
11 1000 21 7 7 i1
12 1000 23 5 5 13
Cases prevented 20 24 44

complex situations. Table 2 is an example. Removing exposure to A4 in individuals at level
0 of B reduces the incidence rate by 8/1000 which is greater than the reductions for B = 1.
and B = 2. Thus B is an intervention effect modifier of 4 and the incidence rates are not
additive. However, a program which intervenes on 4 alone in the entire population would
reduce the number of cases by 20, on B alone by 24, and on 4 and B simultaneously by
44 =20+ 24. Thus we have an example of intervention additivity together with inter-
vention effect modification.

When there are two risk factors which are not dichotomous, intervention effect
modification and Rothman’s public health interaction (nonadditivity of rates) are equiv-
alent. Additivity of rates is sufficient but not necessary for intervention additivity.

EFFECT OF MORE THAN TWO RISK FACTORS

Intervention effect modification is similar to classical effect modification [1] where
difference in incidence rates is the measure of association. Effect modification is simply
heterogeneity of a measure across strata; but the effect of intervention on an exposure may
vary with the stratum, even when there is no effect modification in the incidence difference.
The reason for the discrepancy is that a third factor may confound the interaction between
the stratum variable and the exposure. If exposure to A is eliminated in those at level j
of B, the resulting incidence rate may not be I,; since 4 may be associated with a third
factor related to risk but unchanged by the intervention. Reliance on additive models, as
in Rothman’s definition of public health interaction, is inadequate for intervention
planners when there is a third factor involved.

Let C represent all other factors which influence the incidence of disease or may act as
effect modifiers for 4 or B. We first assume that C status will be known in individuals who
will receive intervention. With & denoting the level of C, elimination of exposure to 4 will
have the same impact regardless of the joint distribution of B and C, that is, B and C will
not to be joint intervention effect modifiers, when

lljk“«[o;k=lmo"‘]mo (3)

for all j and k. This is an incidence model with main effects for 4, B, and C and only
the B—C interaction. Additivity of the incidences in A, B, and C satisfies this condition.
The weaker assumption that 4 has no interaction with B or with C also implies that B
does not modify the intervention, but no constraint on the B—C interaction needs to be
imposed. Thus an additive model in 4, B, and C is a sufficient but not a necessary condition
for B and C not to be joint intervention effect modifiers. Table 1B represents a possible
breakdown of Table 1A. In Table 1B, B and C are joint intervention effect modifiers: note
that at each level of B, targetting individuals with C =1 will reduce incidence by twice
as much as with C =0,

Often there will be a major risk factor represented by C which is unknown or will be
too risky or expensive to ascertain for each individual considered for the intervention
program. Reliance on equation (1) for determination of intervention effect modification
by B can be misleading in such a case. Assume that selection for intervention within each
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~ level of B is independent of C. Since the reduction in incidence for a person with B = j
and C =k who changes from 4 =1 to 4 =0 will be I, — I, the number of cases
prevented per person receiving intervention with B = j is

Z Nljk(Iljk - Iﬂjk).
k Nlj.

If there is no intervention effect modification, then these are equal for all J;ie.

Nyl — I Nioellior — X )
Z uldi Q,k) :2 1ok r0k omc)' (4
k Ny, k Ny,

r all j.

When will B not modify the effect of intervention on 4? Inspection of equation (4)
reveals that absence of 4—B interaction at each level of C is neither sufficient nor
necessary: the weights given to the incidence differences on the left and right hand sides
the equations differ. However, absence of an 4-B interaction at each level of C
sufficient when C is independent of B in those exposed to A4; the 4—B interaction can-
t be confounded by C when C is independent of B in those exposed to 4. But when
is not independent of B, C can confound the 4-B interaction. So additivity in 4
d B is neither sufficient nor necessary for lack of intervention effect modification of
4 by B.

We can rewrite equation (1) in terms of the [ as

lvljkIIjk NOjkIOﬂc__ Nygi Lyou Noo Looie
2 Ny 2 Ny, "L N. zk: Ny,

k k k

(5)

for all j, by replacing each [; with appropriate weighted averages of the Iy The difference
tween equations (4) and (5) is that the incidence rate after intervention in equation (4)
based on the distribution of C in those exposed to 4 at level j of B -who are to receive
ervention, while the corresponding term in equation (5) is weighted by the irrelevant
stribution of C in those unexposed to 4 before the intervention period.

Inference about intervention effect modification based on equation (1) is appropriate
only if equations (4) and (5) are equivalent. When conclusions based on equation (5) differ
rom those which would be drawn from equation (4), we say that factor C is a confounder
the intervention effect modification. In general, factor C can confound the intervention
ect-modification by B on A4 if, at some level of B, C is related to both excess disease
idence and to 4. In the absence of either of these conditions, additivity in risk across
and B is sufficient to ensure that there will be no intervention effect modification by B
A due to C.

.. For the population in Table 1A, the incidence rates are additive in 4 and B and equation
is satisfied. So intervention planners who relied on the additive model would anticipate
hat B would not modify the effect of intervention on 4. Tables 1B and C represent
wo further hypothetical breakdowns of the population in Tables 1A, but include
nformation about C which might not be available to the planners of the intervention.
n the population represented in 1B, the effect of intervention on 4 in 1000 individuals
exposed to B is a reduction of (6/9)*18 + (3/9)%36 == 24 cases, if selection of individuals
for intervention is made independently of C. Similarly, the effect among those exposed to
B is a reduction of (18/27)#18 + (9/27)#36 = 24 cases. But using the alternative population
¢presented in Table 1C, which is also consistent with Table 1A, intervention in 1000
adividuals unexposed to B would result in a reduction in incidence of 24, while a reduction
only 21.3 would be achieved by selecting those exposed to B. So, without more
ormation or additional assumptions, program planners cannot be sure of any conc¢lu-
1 on intervention effect modification based on the rates in Table 1A, because C may
onfound the intervention effect modification of by B on 4, as in Table 1C. This example
demonstrates that additivity of incidences in a pooled table does not ensure absence of
ervention effect modification.
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Note that equation (4) holds for both 1B and 1C, but equation (5) holds only for
Table iB. Moreover, even though the incidence rates in 1B do not following an additive
model in 4, B, and C, factor B is not an intervention effect modifier of 4. Modifying the
original data in Table 1B so that N, =9 for j =0, 1; k =0, 1 produces an example where
there is intervention effect modification by 4 on B but no intervention cffect modification
by Bon A.

The idea discussed here is a generalization of that introduced by Rothman et al. [2]
where we now allow for possible effects of additional unmeasured factors. Note, however,
that intervention effect modification is not symmetric in 4 and B, since intervention effect
modification by B on 4 can occur without intervention effect modification by 4 on B.
Therefore, words such as interaction and independence which suggest symmetry can be
misleading in this context, and new terminology is needed.

Intervention additivity, unlike intervention effect modification, is symmetric in A and
B. The condition under which 4 and B exhibit intervention additivity is

Red, + Red; = Red, 5; i.c. (when B takes on only two values) -

Z; Nyl — Tope) + z Z Nowllie — L) = Z Z Z Nyl — Toor)
T F Tk

i
or

ZNllk(lllk"IOEk"Ilok+IOOk) =0 (6)
%

So, as Walter [5] showed, incidence rate additivity is sufficient but not necessary for
equation (6). If C is related to incidence, equation (6) is not equivalent to equations (4)
or (5). Note that equation (6), unlike equation (4), is simply a sum of interaction effects
weighted by the appropriate number of individuals.

For the population in Table 1B, equations (5) and (6), but not (4), will be satisfied
without an additive model if 1, is changed from 30 to 36 and 1, is changed from 60 to
48. This iliustrates that B can modify the effect of intervention on 4, even when 4 and
B exhibit intervention additivity.

COST CONSIDERATIONS

Until now, we have not considered the possibility that the cost per successful
intervention on 4 might depend on B. For example, it may be cheaper to vaccinate people
in urban areas than rural areas. Furthermore, the proportions of exposed individuals
targeted for intervention who actually eliminate their exposure to 4 may differ in the
subpopulations. For example, it may be cheaper to contact men for a stop smoking
program, but fargeting women might nevertheless be more cost effective if women who
are reached are more likely to quit.

Let ¢; be the cost per person reached for intervention in the group exposed to 4 and
at level j of B, and let p; be the proportion of those recached in that exposure group
who respond by eliminating exposure to 4. Then B does not modify the effect of the
intervention on 4, in the practical sense that a fixed cost will produce the same benefit
regardless of the level of B, when

pj(Ilj - Io/) =P0(Im — Iop)
¢ ¢

M

for all j. In words, equation (7) says that the cost per case prevented is independent of B.
When the cost per successful intervention is independent of B, i.e. when p; is proportional
to ¢;, equation (7) reduces to equation (1). Extending cost effectiveness considerations to
situations where there is a third factor related to incidence requires complex assumptions
about how the three factors jointly affect accessibility and probability of response to the
intervention attempt.
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CONCLUSION

Assessment of intervention effect modification from incidence rate models is difficult.
Models which are misspecified by ignoring an important risk factor cannot be relied upon.
Particularly, exclusive reliance on additive models can lead to spurious conclusions about
intervention effect modification when more than two risk factors are involved. When a
hird factor C related to disease incidence has not been identified, or when assignment to
ntervention can be based on B but not C, an additive model in 4 and B does not imply
hat there is no advantage to targetting people on the basis of their level of B because of
he possibility of confounding of the interaction between 4 and B. also, intervention effect
nodification by B on 4 does not imply intervention effect modification by 4 on B. Finally,
f the goal is to make the intervention as cost effective as possible, the cost per successful
ntervention must be considered.

. Intervention non-additivity and intervention effect modification are not the same. The
ormer addresses the joint effects of interventions on two factors while the latter addresses
he effect of a single intervention on subgroups defined by an exposure factor which is
resumed to be unaffected by the program. Except when there are only two dichotomous
isk factors, an additive incidence rate model is a stronger than necessary condition for
ntervention additivity.

- Measures other than reduction in incidence can be used to assess an intervention. Like
fiect modification, intervention effect modification is measure dependent. Conclusions
bout modification of intervention effects based on incidence rates may not be applicable
then other measures of the effect of an intervention such as reduction in cumulative risk
ver a period of time, or reduction in lifetime risk, are used.

The argament has been presented in an idealized setting. First, the incidence rates and
sint exposure distributions were assumed to be known and to remain constant over time.
foreover, we have assumed that the effect of the intervention is either to leave the
iposure unchanged or eliminate it entirely. We have also assumed that the effect of
itervention on one risk factor will not effect any other. In practice, this assumption will
¢ violated if, for example, encouraging exercise leads to a healthier diet.

In summary, incidence rate estimates from a model which fits the data well, together
ith knowledge of the distribution of risk factors in the population in which intervention
lanned, can be used to compare the effect of alternative intervention strategies. Because
e effects of interventions are usually complicated by unknown factors and unpredictable
sponse patterns, these comparisons need to be tempered by experience and judgment.
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